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ABTRACT 

The increase in the use of artificial intelligence (AI) in higher 

education is happening faster than the readiness of literacy and 

ethical frameworks, thus creating a need to understand the 

factors that influence the effectiveness of AI utilization on 

student learning outcomes. This study aims to examine the 

influence of AI Literacy, AI Ethical Awareness, and Motivation 

to Learn with AI on Learning Gains and to identify the most 

dominant predictors. The study used a cross-sectional 

quantitative design with a sample of university students in 

Makassar selected through purposive sampling. The 

measurement of motivation adapted some items from the 

Academic Motivation Scale (AIMS) that had been 

psychometrically tested prior to structural analysis. The model 

was evaluated using Partial Least Squares Structural Equation 

Modeling (PLS-SEM). The results showed that the three 

independent variables had a positive and significant effect on 

Learning Gains, with coefficients β = 0.208 for AI Literacy, β = 

0.236 for AI Ethical Awareness, and β = 0.358 for Motivation 

to Learn with AI. The R² value of 0.532 indicates the model's 

explanatory power in the moderate category. The f² effect size 

shows that motivation makes the largest contribution (0.329), 

while AI Literacy and AI Ethical Awareness have a small effect. 

Thus, motivation emerges as the strongest predictor, confirming 

that the successful integration of AI in learning depends not only 

on technical competence and ethical awareness, but also on the 

affective dimension of students. These findings contribute to the 

development of AIED studies and motivation theory, and 

emphasize the importance of educational strategies that balance 

literacy, ethics, and motivational support. 
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Artificial intelligence in education is developing rapidly and raises important questions about its impact 
on the cognitive, affective, behavioral, social, and ethical domains of users (Sutabri et al., 2025) These 
developments create new vulnerabilities related to academic integrity, privacy, and learning equity, making the 
need for AI literacy and ethical governance in higher education increasingly urgent (Sutabri et al., 2025; Wadmany 
& Davidovitch, 2025) The imbalance between the high level of GenAI utilization, which reaches 92% of students 
(Freeman, 2025), and the low availability of official policies in educational institutions, which is still below 10% 
(GEM Report Team, 2023). indicates variations in knowledge, ethics, and motivation for AI use that can affect 
learning outcomes. Furthermore, the direct relationship between AI literacy and academic performance still shows 
inconsistent findings (Bećirović et al., 2025), requiring more targeted correlational studies before formulating 
problem identification in the context of Indonesian students. 

The use of AI by Indonesian students is increasing rapidly without being accompanied by an adequate 
literacy and ethics framework. The AI literacy framework emphasizes conceptual understanding, technical skills, 
and critical assessment, but research shows that the path from AI literacy to academic performance is often 
insignificant even though it is related to self-efficacy(Bećirović et al., 2025). In the realm of ethics, there is no 
single theory that explains student behavior in using AI, resulting in diverse patterns such as questionable use that 
is still considered to improve performance (Wadmany & Davidovitch, 2025). The motivation to use AI also shows 
the potential to increase interest and personalize learning, but this tendency has not been comprehensively tested 
against multidimensional learning outcomes (Badarudin et al., 2024). This condition indicates the need for a more 
systematic reading of the relationship between these three constructs in the context of higher education. 

To date, the relationship between the components of AIED AI literacy, AI use ethics, and motivation 
with learning outcomes is still not well established. Some studies even report that all paths to academic 
performance are insignificant (Bećirović et al., 2025). Limitations in design, such as the dominance of cross-
sectional surveys and convenience sampling, weaken external validity and limit a comprehensive understanding 
of these constructs. More importantly, there are almost no studies that simultaneously test these three variables in 
a single model on student learning outcomes (Wadmany & Davidovitch, 2025). This is the main research gap: the 
lack of an integrated conceptual model that tests how AI literacy, ethics, and motivation contribute simultaneously 
to student learning outcomes. This gap needs to be addressed, especially in the context of Indonesian universities, 
which are in a phase of rapid GenAI adoption. 

The urgency of this research stems from the need to systematically understand how AI literacy, AI use 
ethics, and AI use motivation contribute to student learning outcomes. In a situation where the use of AI is growing 
rapidly but is not yet balanced by adequate academic and ethical understanding, empirical mapping is needed to 
explain the influence of these three aspects on the dimensions of learning outcomes measured using AUSSE 
Learning Gains, which include General Education, Personal & Social Development, and Practical Skills. This 
study places these three constructs in a correlational model to examine the strength and direction of the 
relationships formed, thereby providing a more complete picture of the role of AI in the student learning process. 

This study aims to estimate the relationship between AI literacy, AI use ethics, and AI use motivation 
with student learning outcomes measured through AUSSE Learning Gains. Specifically, this study examines the 
relationship between AI literacy and the three domains of learning outcomes, explores the relationship between 
AI use ethics and the three domains, and analyzes the relationship between AI use motivation to determine the 
variables that have the most dominant influence. The findings are expected to provide an empirical basis for the 
development of campus policies and learning strategies that balance personalized learning, academic integrity, 
and ethical governance of GenAI use. 

 

RESEARCH METHOD 

Research Design 

This study uses a quantitative method with a cross-sectional design. This design was chosen because 

it allows researchers to describe and analyze the relationship between three independent variables, namely AI 

literacy, AI ethical awareness, and motivation to learn with AI, and the dependent variable(Creswell & Creswell, 

2017) namely students' academic learning outcomes. A cross-sectional approach means that all variables are 

measured once in a certain period without manipulation or intervention, so that the relationships found are 

associative, not causal. This design is in line with the research objectives, which emphasize mapping the 

relationships between variables in the natural context of AI use in a university environment. 

 

Participant 

The participants in this study were active university students in Makassar who had used AI technology 

in their learning activities. The sampling technique used was purposive sampling, because the selection of 

respondents was based on certain characteristics relevant to the research objectives, namely experience using AI 
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in an academic context. The inclusion criteria were: (1) active undergraduate students, (2) having experience using 

generative AI such as ChatGPT, Copilot, Gemini, or similar platforms to complete academic assignments, and (3) 

willing to participate voluntarily by filling out an online questionnaire. This approach allows researchers to obtain 

a group of participants that suits the needs of analyzing the relationship between AI literacy, ethical awareness, 

motivation, and learning outcomes. 

 

Population and the Methods of Sampling 

Detailed data on the number of active undergraduate students by field of study or institution in Makassar 

City is not publicly available. However, data from the Makassar City Statistics Agency in 2025(BPS Sulawesi 

Selatan, 2025) shows that the total number of students in this city reached 266,778, confirming its position as the 

largest center of higher education in eastern Indonesia. The high number and diversity of students reflect a highly 

heterogeneous academic population. 

Given the extensive and varied population conditions, purposive sampling is considered the most 

appropriate approach. The selection of respondents focused on students who met the criteria for using AI 

technology in learning, resulting in a sample that was appropriate for the research variable analysis requirements. 

The use of this technique is also appropriate in situations where the sampling frame cannot be fully identified 

because students are spread across various institutions with different levels of AI utilization. To ensure participant 

eligibility, the online questionnaire included screening questions related to AI usage experience. 

 

Instrument 

This research instrument was designed to measure four main variables related to the use of Artificial 

Intelligence (AI) in learning, namely AI Literacy, AI Ethical Awareness, Motivation to Learn with AI, and 

Learning Gains. Each indicator was developed based on literature reviews and previous studies to suit the context 

of technology-based higher education. The AI Literacy variable assesses students' ability to understand, evaluate, 

and use AI critically, while AI Ethical Awareness emphasizes awareness of privacy, algorithmic fairness, and 

ethical responsibility in its use. Motivation to Learn with AI describes students' drive to learn and experiment with 

AI technology, while Learning Gains measures perceptions of improvements in learning and analytical thinking 

skills. All items use a 4-point Likert scale (1 = Strongly Disagree, 2 = Disagree, 3 = Agree, 4 = Strongly Agree) 

to obtain clear responses without neutral options. 

 

Table 1. Research Instrument   

Variable Item Statement Reference 

AI Literacy AI-L1 I can choose the Artificial Intelligence (AI) 

technology that best suits the type of task I am 

working on. 

 

(B. Wang et al., 2023) 

AI-L2 I can use basic AI features (e.g., composing 

prompts) to support learning. 

AI-L3 I verify the accuracy of AI outputs by 

comparing them to reliable reference sources 

before use. 

AI-L4 I assess whether AI outputs are relevant to the 

purpose and context of the task, then edit 

them to ensure they are appropriate before 

submission. 

AI-L5 I can recognize and correct bias 

(partiality/unfairness) and hallucinations 

(incorrect/fabricated information) in AI 

outputs. 

AI Ethical 

Awareness 

AI-EA1 I assess that AI needs to learn from diverse 

data to ensure its results are unbiased and 

impartial. 

(Z. Wang et al., 2025) 
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AI-EA2 I believe it is important for AI to explain the 

reasoning behind its recommendations or 

decisions so that users can understand them. 

AI-EA3 

 

I believe it is important for users to receive 

education on AI ethics issues to prevent 

misuse. 

AI-EA4 I consider it important for privacy to be 

protected when AI processes personal data. 

AI-EA5 

 

I believe there should be clear mitigation 

procedures in place if AI causes harmful 

effects. 

Motivation 

to Learn 

with AI 

MLW-

AI1 

I learn with AI because I enjoy the process 

and am curious to try out its features. 

(Li et al., 2025) 

MLW-

AI2 

I learn with AI because I believe that using AI 

helps me achieve my study goals and prepare 

for my career. 

MLW-

AI3 

I learn with AI because I would feel guilty or 

left behind if I didn't use it. 

MLW-

AI4 

I learn with AI because there are demands or 

requirements from professors or institutions. 

MLW-

AI5 

I don't see a clear reason why I need to study 

with AI. (reverse score) 

Student 

Learning 

Gains  

LG1 I feel that my ability to understand and 

explain the core concepts of the course has 

improved. 

(Tadesse et al., 2018) 

 

 

 

 
LG2 I feel that my ability to synthesize multiple 

readings into a clear and easily 

understandable argument has improved. 

LG3 I feel that my ability to write assignments or 

reports with proper structure and citations has 

improved. 

LG4 I feel that my ability to assess the reliability 

and accuracy of information before using it 

has improved. 

LG5 I feel that my ability to apply theory to solve 

problems or cases has improved. 

 
Although the Academic Motivation Scale (AIMS) was theoretically developed as a multidimensional 

construct based on Self-Determination Theory (Deci & Ryan, 1985), the adaptation of the instrument in this study 
only produced one indicator for each form of motivation regulation. This condition does not meet the minimum 
psychometric prerequisites for multidimensional modeling, because a model with one indicator per dimension 
does not allow for adequate estimation of measurement error and risks producing unstable parameters and 
unidentified factor models (Hair et al., 2020; Kline, 2015; Morin et al., 2016). 

Referring to the SDT view that motivational regulation exists on a gradual autonomy-control continuum 
and can be represented as a general level of motivation in a specific context (Deci & Ryan, 1985; Vansteenkiste 
et al., 2020), the construct of motivation to learn with AI is treated as a global representation of AI-based learning 
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motivation and modeled unidimensionally in accordance with the operational reality of the adaptation instrument. 
This decision was validated through Exploratory Factor Analysis (EFA) to assess the pattern of indicator loadings, 
followed by Confirmatory Factor Analysis (CFA) to evaluate the suitability of the one-factor model (DeVellis & 
Thrope, 2021; Knekta et al., 2019). This approach was applied specifically to the motivation construct because 
only this construct underwent structural changes due to adaptation, so that a re-examination of the internal 
structure was necessary to ensure operational validity before use in PLS modeling (Putnick & Bornstein, 2016; 
Worthington & Whittaker, 2006). 

 
Procedures 

The research procedure began with the development and content validation of instruments covering three 
main constructs, namely AI literacy, ethical awareness of AI use, and motivation to learn with AI. The 
questionnaire was distributed online through social media, student groups, and academic forums on campus. 
Before filling out the questionnaire, participants first read and agreed to an informed consent form that explained 
the purpose of the study, the voluntary nature of participation, and the guarantee of data confidentiality. The order 
of items in the questionnaire was randomized to minimize common method bias and was supplemented with 
attention check items to ensure data quality. After collection was complete, the data was downloaded into a 
spreadsheet format and then imported into SmartPLS for measurement model and structural model analysis. 

 

Analysis Plan 

Data analysis in this study was conducted in two main stages, namely descriptive analysis and inferential 
analysis. In the descriptive analysis stage, the data was processed using Jamovi to describe the characteristics of 
the respondents. Before entering into inferential analysis, the construct structure of the AIMS adaptation variables 
was tested through PCA/EFA analysis in Jamovi to assess whether the indicators had the potential to form a stable 
dimension. The inferential stage was then carried out using SmartPLS with the Partial Least Squares Structural 
Equation Modeling (PLS-SEM) approach, which included evaluation of the measurement model (outer model) 
and structural model (inner model). The outer model evaluation included testing convergent validity (loading 
factor ≥ 0.70 and AVE ≥ 0.50), discriminant validity (Fornell–Larcker criteria and cross-loading), and construct 
reliability through Composite Reliability and Cronbach's Alpha. Hypothesis testing was conducted using the 
bootstrapping procedure at a significance level of α = 0.05, and the relationship between variables was considered 
significant if the p-value was < 0.05. This series of analyses was chosen because it was able to support the 
correlational research objectives in identifying and measuring the strength of the relationship between latent 
constructs in the model. 

 

 

RESULTS AND DISCUSSION 

Demographic Analysis of Respondent 

Demographic analysis is presented to provide context regarding the characteristics of students from 
universities in Makassar who were sampled in this study. The majority of respondents came from non-STEM 
fields, reflecting the humanities and social sciences academic orientation common at these institutions. Because 
this study used purposive sampling, the descriptive analysis was not intended to generalize the student population 
at large, but to clarify the profile of the sample used in mapping the relationship between AI literacy, AI use ethics, 
motivation to learn with AI, and student learning outcomes. 

Table 2. Respondent Characteristics   

Characteristic N 

 

Percentage 

Gender 

Male  

Female 

Total 

52 

70 

122  

42.6 

57.4 

 

Age   

17 Years 

18 years 

19 years 

20 years 

21 Years 

22 Years 

23 Years 

25 Years 

2 

17 

61 

22 

8 

6 

5 

1 

1.6%  

13.9 

50.0 

18.0 

6.6 

4.9 

4.1 

0.8% 
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Semester   

I 

III 

V 

VII 

19 

83 

9 

11 

15.6% 

68.0 

7.4 

9.0  

Major   

STEM (Biology, Physics, Chemistry, Engineering, 

Mathematics) 

52 42.6 

Non-STEM (Humanities, Economics, Accounting, 

Management, Psychology, Arts, Health and 

Welfare, Education) 

70 57.4 

Frequency of AI Use for Academic Purposes   

Less than once a week 

About once a week 

Almost every day 

Every day 

5 

17 

62 

38 

4.1% 

13.9 

50.8 

31.1 

 
Based on Table 2, the demographic pattern shows that the group of first-year students has relatively 

homogeneous age and semester characteristics, thus providing a stable context for the correlational relationship 
analysis that is the focus of this study. This homogeneity does not pose a methodological problem because the 
study does not aim to make population inferences but rather to test the direction and strength of the relationships 
between variables in the PLS-SEM model. Thus, the limitations of demographic variation are within acceptable 
limits and do not affect the validity of the estimation of the relationships between literacy, ethics, and motivation 
to use AI with the three domains of learning outcomes measured through AUSSE Learning Gains. 

 

Explanatory and Confirmatory Factor Analysis 

In the initial stage of exploratory analysis, the MLW-AI1 item showed unreasonable estimates and raised 
a Heywood case, which generally indicates model misspecification or indicator instability, making it unsuitable 
for retention in the factor structure (Kline, 2015). Given the risk this posed to measurement accuracy, this item 
was excluded from further analysis to maintain the accuracy of construct representation. After this refinement, the 
results of Exploratory Factor Analysis (EFA) in Table 3 showed that the remaining indicators formed a relatively 
stable structure centered on one main factor. The loading pattern that emerged illustrates the consistent 
contribution of most items, while one indicator with a more moderate loading was retained due to its conceptual 
relevance to the domain of motivation—in accordance with the principle that indicators with important theoretical 
weight should be retained even if their statistical contribution is low (Clark & Watson, 2019; DeVellis & Thrope, 
2021). 

Table 3. Exploratory Factor Analysis (Final Structure After Item Refinement)   

Item Factor Loading Uniqueness Item KMO Decision 

MLW-AI2 

MLW-AI3 

MLW-AI4 

MLW-AI5 

0.484 

0.814 

0.753 

0.745 

0.766 

0.337 

0.433 

0.445 

0.866 

0.746 

0.774 

0.771 

Marginal 

Maintained 

Maintained 

Maintained 

 
Based on the results in Table 3, the data feasibility results support the interpretation of an acceptable 

single factor structure and do not indicate dimensional fragmentation. This pattern indicates essential 
unidimensionality, which is a condition where one common factor dominates the variance of the construct despite 
minor variations between indicators (Reise, 2012; Rodriguez et al., 2016). Thus, the construct of motivation to 
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learn with AI shows sufficient internal consistency as a single factor representing learning motivation in the 
context of AI use. 

 

Table 4. Confirmatory Factor Analysis – Model Fit Summary   

Index Value Criteria Interpretation 

χ² (df) 

p-value 

RMSEA 

CFI 

TLI 

SRMR 

0.325 (2) 

0.850 

0.00 

1.00 

1.04 

0.007 

- 

>0.05 

<0.08 

>0.90 

>0.90 

<0.08 

Not significant 

Model fit 

Very good 

Very good 

Very good 

Very good 

 
Furthermore, the results of Confirmatory Factor Analysis (CFA) in Table 4 confirm these exploratory 

findings. All model fit indices are in the excellent range, including CFI and TLI, which exceed the 0.90 threshold, 
and RMSEA and SRMR, which are below the conservative threshold, indicating that the one-factor model has a 
strong global fit (Hu & Bentler, 1999; Schreiber et al., 2006). The consistency between the EFA and CFA results 
provides empirical support that the construct structure is stable and coherent, making it appropriate to treat it as a 
unidimensional construct at the measurement model evaluation stage in PLS-SEM analysis. 

Measurement Model Evaluation 

This section evaluates the quality of the measurement model before structural model analysis is 
performed. The outer model evaluation aims to ensure that each indicator is able to represent the latent construct 
accurately and consistently. The assessment is carried out by examining outer loadings, internal reliability, 
convergent validity, and discriminant validity, in accordance with the best practice recommendations in the latest 
PLS-SEM (Hair et al., 2020). 
 

   
Gambar 1. Structure Model   

The measurement model used in this study includes four latent constructs, namely AI Literacy, AI Ethical 

Awareness, Motivation to Learn with AI, and Learning Gains. The first three constructs act as predictors directed 

at Learning Gains as the dependent variable. This framework reflects the conceptual relationship that describes 

how AI literacy, ethical awareness, and motivation to learn with AI contribute to improving student learning 

outcomes. The presentation of this conceptual model provides a clear basis for empirical testing and is in line with 

the contemporary PLS-SEM approach, which emphasizes the importance of clarity in causal relationships before 

structural interpretation is carried out (Hair et al., 2020). 

Before examining the relationships between constructs in the structural model, the measurement model 

was first evaluated to ensure the quality of the indicators' representation of the constructs. This evaluation included 

examining outer loadings, Average Variance Extracted (AVE), Composite Reliability (CR), Cronbach's alpha, 

and rho_A to assess the convergent validity and internal consistency of each construct. In addition, discriminant 

validity is also tested to ensure that each construct has clear conceptual boundaries and can be distinguished from 
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one another. This procedure is a crucial step in modern PLS-SEM to ensure that the estimation of structural 

relationships is based on valid and reliable constructs (Hair et al., 2020; Henseler et al., 2015). 

 

Table 5. Convergent Validity and Construct Reliability   

Construct Loading 

(min-max) 

AVE CR Cronb

ach's α 

ρA VIF 

AI Literacy 

AI Ethical Awareness 

Motivation to Learn With AI 

Learning Gains  

0.765-0.839 

0.788-0.875 

0.747-0.805 

0.794–0.883 

0.653 

0.710 

0.604 

0.680 

0.904 

0.924 

0.859 

0.914 

0.867 

0.898 

0.789 

0.882 

0.872 

0.900 

0.807 

0.890 

2.198 

2.002  

1.093 

 

 

The test results show that the loading values range from 0.614 to 0.883, with most exceeding the 

threshold of 0.70. The AVE values range from 0.534 to 0.710, indicating that convergent validity is fulfilled. 

Internal reliability is also adequate, as reflected in the CR and Cronbach's alpha values, which are above the 

minimum threshold. All VIF values are < 3, indicating no multicollinearity, while the HTMT values range from 

0.295 to 0.799, indicating that discriminant validity is fulfilled. 

To complement the reliability test, the rho_A value was analyzed together with the confidence interval 

(CI) to assess the stability of internal construct consistency through the resampling process. The entire CI range 

was above the recommended minimum threshold, so that construct reliability was assessed as stable and 

insensitive to sample variation. This approach reinforced the previous reliability results and ensured that construct 

estimates remained consistent under various analysis conditions (Henseler et al., 2015) 

 

Table 6. Composite Reliability (ρA) and Confidence Interval   

Construct Original ρA Sample Mean 

(M) 

5% CI 95% 

CI 

Interpretation 

 

AI Ethical 

Awareness 

0.900 0.902 0.866 0.932 Highly reliable and stable 

AI Literacy 0.872 0.872 0.824 0.910 Highly reliable and stable 

Learning Gains  0.891 0.808 0.846 0.929 Highly reliable and stable 

Motivation to 

Learn With AI 

0.807 0.808 0.718 0.878 Reliable and stable 

 
Based on the results presented in Table 6, the reliability evaluation using Composite Reliability (ρA) 

shows that all constructs have good and stable internal consistency. The constructs of AI Ethical Awareness, AI 
Literacy, and Learning Gains are in the highly reliable category, which indicates that the indicators in each 
construct are able to measure the concept consistently and accurately. Meanwhile, the Motivation to Learn with 
AI construct also shows adequate reliability, although slightly lower than the other constructs, but still within 
acceptable limits. The relatively controlled Confidence Interval (CI) range across all constructs shows that the 
reliability values obtained are stable and do not show significant fluctuations, thus reinforcing the belief that the 
instruments used have good measurement stability and are suitable for supporting further structural model 
analysis. 

After verifying reliability consistency, discriminant validity was evaluated to ensure that each construct 
had clear conceptual boundaries and did not overlap with other constructs. The results of the Fornell–Larcker test 
in Table 7 show that the AVE root value of each construct is higher than its correlation with other constructs, 
indicating adequate conceptual separation. This finding confirms that the constructs are able to stand as distinct 
entities from one another in the measurement model [14]. 

 

Table 7. Fornell-Larcker Discriminant Validity  
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 AI Literacy AI Ethical 

Awareness  

Learning 

Gains  

Motivation to 

Learn With AI 

AI Literacy 0.808    

AI Ethical Awareness 0.707 0.843   

Learning Gains  0.596 0.528 0.824  

Motivation to Learn With AI 0.288 0.173 0.541 0.777 

 
Based on Table 8, the HTMT test results further strengthen the fulfillment of discriminant validity in the 

measurement model. All construct pairs show a level of relationship that is within acceptable limits, indicating no 
excessive correlation or conceptual overlap between latent variables. This shows that each construct measures 
different aspects empirically and is not redundant with one another. Given that HTMT is known as a more sensitive 
approach in detecting potential discriminant validity issues, these findings provide strong support that the 
construct structure in the model has been clearly defined and has adequate conceptual differentiation, so that the 
measurement model can be declared feasible and robust to proceed to the structural model evaluation stage. 

 

Table 8. HTMT Discriminant Validity   

Construct pair HTMT 

AI Ethical Awareness ↔ AI Literacy 0.799 

Learning Gains ↔ AI Literacy 0.666 

Learning Gains ↔ AI Ethical Awareness 0.587  

Motivation to Learn With AI ↔ AI Literacy 0.327 

Motivation to Learn With AI ↔ AI Ethical Awareness  0.190 

Motivation to Learn With AI ↔ Learning Gains  0.598 

Overall, the reliability and discriminant validity results show that all constructs in the measurement 

model have good internal consistency, concept separation, and estimation stability. With all outer model criteria 

met, the analysis can proceed to structural model testing. 

 

Structural Model Evaluation 

The analysis then proceeded to the structural model evaluation stage to assess the strength of causal 
relationships between latent constructs and the contribution of each exogenous variable to Learning Gains. The 
testing was conducted through a bootstrapping procedure with 5,000 resampling to obtain stable and reliable path 
estimates, as recommended in current PLS-SEM practice (Hair et al., 2020). The test results presented in Table 9 
show that all structural paths have a positive and significant direction of influence, indicating that improvements 
in AI literacy, ethical awareness, and AI-based learning motivation correlate with improvements in student 
learning outcomes. 

Table 9. Path Coefficients and Confidence Interval   

Relationship β t-value p-value (one-

tailed) 

5% 

CI 

95% 

CI 

Interpretation 

 

 AI Literacy → 

Learning Gains 

0.20

8 

2.731 0.003 0.080 0.356 significant 

AI Ethical Awareness 

→ Learning Gains 

0.23

6 

2.771 0.003 0.063 0.426 significant 
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Motivation to Learn 

With AI → Learning 

Gains 

0.51

4 

5.197 <0.001 0.359 0.676 Significant  

 
After all path coefficients were proven significant through the previous analysis, the model evaluation 

stage continued by assessing the explanatory power of R² and the effect size of f² of the model. Based on Table 
10, the R² value is in the moderate to high category, indicating that the exogenous variables are able to explain a 
substantial proportion of the variance in learning outcomes as categorized in the PLS-SEM literature (Hair et al., 
2020) . 

Table 10. Evaluation of Model Predictive Power Based on R² and f²   

Relationship 
f² (Effect 

Size) 
f² Category 

R² (Learning 

Gains) 

Category 

R² 
Description 

AI Literacy → 

Learning Gains 
0.096 Small 0.532 Moderate Small effect  

AI-Ethical 

Awareness → 

Learning Gains 

0.061 Small 0.532 Moderate Small effect  

Motivation to 

Learn with AI → 

Learning Gains 

0.329 Large 0.532 Moderate Large effect  

 
In addition, the effect size f² in Table 10 shows differences in contribution between constructs, where 

some predictors have a small effect, while one construct shows a large effect that marks its position as the main 
predictor (Hair et al., 2020; Henseler et al., 2015). Overall, the combined evaluation of R² and f² in Table 10 not 
only confirms that the model has strong structural validity and explanatory power, but also reveals which 
constructs have the most substantial influence on learning outcomes. 

Discussion 

This study shows that the three main variables, namely AI Literacy, AI Ethical Awareness, and 
Motivation to Learn with AI, are positively related to Learning Gains, with motivation being the strongest 
predictor. These findings confirm that the successful integration of AI in learning does not only depend on 
technical competence or ethical understanding, but also on the psychological drive that makes students willing to 
use AI actively and continuously. In this context, motivation acts as an internal mechanism that directs how and 
to what extent students utilize technology to support their learning process [13], [17]. 

These findings deepen the results of previous research that reported inconsistencies in the direct 
relationship between AI literacy and academic performance (Bećirović et al., 2025). These inconsistencies can be 
understood because literacy, although important, does not automatically encourage intensive use of technology if 
it is not supported by psychological motivation. Ethics also plays an interesting role: research such as (Wadmany 
& Davidovitch, 2025) shows that ethical awareness does not necessarily reduce the use of AI, but rather structures 
how users interpret its benefits and limitations. In this context, ethics functions more as a normative compass than 
a driver of behavior. In comparison, motivation has the strongest effect because it directs psychological energy 
and determines whether the abilities and knowledge possessed will be manifested in AI-based learning behavior 
(Zhai & Nezakatgoo, 2025). 

Theoretically, these findings provide important confirmation that affective variables, particularly 
autonomous motivation, are a determining mechanism in explaining the relationship between AI use and improved 
learning outcomes. Its dominant effect reflects that learning technology does not work automatically; technology 
only has an impact when individuals have aligned interests, goal orientations, and perceptions of benefits. This 
perspective is consistent with studies showing that AI interventions are more effective when they combine 
technical and psychological aspects of students (Costello et al., 2025; Kasneci et al., 2023). Thus, the theoretical 
contribution of this study not only confirms existing models but also highlights the importance of placing 
motivation at the center of research in the domain of AI-enabled learning. 

This study has several limitations that should be noted. First, the use of a purposive sample from a single 
institution reduces the generalizability of findings, a limitation common in educational technology-based studies. 
Second, the Motivation to Learn with AI construct uses a limited adaptation of items, so that although it is 
empirically valid, it does not yet fully reflect the broad spectrum of motivational regulation. Third, the cross-
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sectional design limits causal inference, while longitudinal studies have been recommended to capture the 
motivational dynamics in the use of learning technology.  

Future research should expand the population coverage so that findings on AI literacy, ethical awareness, 
and AI-based learning motivation can be generalized more broadly. Further studies also need to explore 
motivational dynamics in greater depth, for example through longitudinal designs or experimental approaches, to 
understand how students' internal drives develop and influence the use of AI in learning. In addition, learning 
strategies that integrate the strengthening of technical competencies with the development of autonomous 
motivation need to be further tested so that the benefits of using AI in an educational context can be optimized. 

 

CONCLUSION AND RECOMMENDATIONS 

This study shows that AI Literacy, AI Ethical Awareness, and Motivation to Learn with AI are positively 

related to Learning Gains, while also providing a stronger theoretical contribution to the fields of AIED, AI 

literacy theory, and Self-Determination Theory. Findings regarding literacy and ethics confirm that analytical 

capacity and normative orientation are important foundations for the safe and reflective use of technology. 

Meanwhile, the dominance of motivation confirms the SDT framework that autonomous motivation acts as a core 

psychological mechanism that translates cognitive abilities into active engagement in AI-based learning. Thus, 

this study not only identifies significant predictors of Learning Gains but also emphasizes the importance of 

integrating cognitive, ethical, and affective factors into a unified framework in AIED design. 

Interpretation of these findings still needs to take into account methodological limitations that directly 

affect the strength of generalization and depth of modeling. The use of a sample from a single institution limits 

representativeness, while the adaptation of motivational instruments that do not cover the entire spectrum of 

motivational regulation has the potential to minimize actual psychological variation. The cross-sectional design 

also does not allow for tracing changes in literacy, ethics, and motivation dynamics over time. Further research is 

recommended to use a longitudinal design to capture the development of competence and motivation, as well as 

to apply multidimensional analysis, especially for variables that have a multidimensional structure, such as AI-

based learning motivation. This approach will provide a more accurate mapping of constructs, enable more precise 

effect estimates, and strengthen theoretical and practical contributions to the development of AIED. 
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